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Abstract 

Background Polygenic risk scores (PRS) quantify an individual’s genetic predisposition for different traits and are 
expected to play an increasingly important role in personalized medicine. A crucial challenge in clinical practice 
is the generalizability and transferability of PRS models to populations with different ancestries. When assessing 
the generalizability of PRS models for continuous traits, the R2 is a commonly used measure to evaluate prediction 
accuracy. While the R2 is a well-defined goodness-of-fit measure for statistical linear models, there exist different defi-
nitions for its application on test data, which complicates interpretation and comparison of results.

Methods Based on large-scale genotype data from the UK Biobank, we compare three definitions of the R2 on test 
data for evaluating the generalizability of PRS models to different populations. Polygenic models for several pheno-
types, including height, BMI and lipoprotein A, are derived based on training data with European ancestry using state-
of-the-art regression methods and are evaluated on various test populations with different ancestries.

Results Our analysis shows that the choice of the R2 definition can lead to considerably different results on test data, 
making the comparison of R2 values from the literature problematic. While the definition as the squared correlation 
between predicted and observed phenotypes solely addresses the discriminative performance and always yields 
values between 0 and 1, definitions of the R2 based on the mean squared prediction error (MSPE) with reference 
to intercept-only models assess both discrimination and calibration. These MSPE-based definitions can yield negative 
values indicating miscalibrated predictions for out-of-target populations. We argue that the choice of the most appro-
priate definition depends on the aim of PRS analysis — whether it primarily serves for risk stratification or also for 
individual phenotype prediction. Moreover, both correlation-based and MSPE-based definitions of R2 can provide 
valuable complementary information.

Conclusions Awareness of the different definitions of the R2 on test data is necessary to facilitate the reporting 
and interpretation of results on PRS generalizability. It is recommended to explicitly state which definition was used 
when reporting R2 values on test data. Further research is warranted to develop and evaluate well-calibrated poly-
genic models for diverse populations.
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Background
Genetics plays an increasingly important role in predict-
ing disease risk and treatment responses. The develop-
ment of polygenic risk scores (PRS) and general genetic 
prediction models for the individual liability to a particu-
lar clinical trait or phenotype comes with the promise to 
improve targeted early prevention and individual treat-
ment  [1–3]. However, an important limiting factor in 
current clinical practice is the issue of transferability of a 
developed PRS model to out-of-target populations [4–7]. 
This especially concerns the application of PRS in popu-
lations that have been underrepresented in the cohorts 
used to estimate and train the models, such as those with 
genetic ancestry different from the majority of partici-
pants in current cohorts. As many current PRS models 
are predominantly trained and optimized on individuals 
with European ancestry, this disparity also raises impor-
tant ethical issues [8].

Amid these challenges, PRS work by quantifying the 
genetic predisposition for a particular trait and are typi-
cally computed using weighted sums of risk alleles, where 
the weights are based on effect sizes that represent asso-
ciations between variants and the target phenotype  [9]. 
The effect sizes of individual variants (single nucleotide 
polymorphisms, SNPs) are often small for common traits 
characterized by a polygenic architecture. As a conse-
quence of differences in allele frequencies and linkage 
disequilibrium patterns (i.e., variant correlations) across 
populations, absolute PRS values may be influenced 
more by population structure than by genuine genetic 
risk for the phenotype [10]. Such issues should be taken 
into account when evaluating the transferability of PRS 
models to out-of-target populations. This is particularly 
important when the ultimate aim is the development of 
individual prediction models for personalized medicine, 
integrating the PRS with further demographic and envi-
ronmental variables.

The evaluation of polygenic prediction models on test 
data plays an essential role to examine the generalizability 
and transferability to different populations. However, even 
though it may sound straightforward, there is no general 
consensus on the choice of the evaluation metric [11–14]. 
The methodological distinction between discrimination 
and calibration is a well-known issue in the context of pre-
diction models for binary outcomes  [15, 16]. While the 
AUC is the most widely used measure for evaluating the 
prediction accuracy of polygenic models for binary out-
comes, it solely reflects discriminative accuracy. To assess 
also calibration, additional measures such as the Brier 
score and graphical tools such as calibration plots are rec-
ommended [17, 18]. When we focus on the prediction of a 
continuous trait, it seems obvious that the predicted values 
should be as close as possible to the true (observed) values. 

But how should this closeness be measured, particularly 
when there is a test sample of ntest observations? Research-
ers working in statistics might answer with the mean 
squared prediction error (MSPE) or its root  (RMSPE), 
which take both bias and variance of predictions into 
account. If there are outliers in the data, other researchers 
might want to focus on the more robust median absolute 
error (MAE), while researchers working with the actual 
predictions might argue that both MSPE and MAE do not 
provide results that are easily interpretable or comparable 
across different outcomes and might focus on percentage 
errors (e.g., the median absolute percentage error).

In the context of polygenic risk modelling (but not only 
there [14]), a popular measure of prediction accuracy for 
continuous traits is the R2  [19–22]. The R2 in statistics 
is typically a measure for the goodness-of-fit of a model 
on the training data and is also called the coefficient of 
determination. In the context of linear models, it is a 
well-defined measure on training data and can be inter-
preted as the proportion of variability of the outcome 
explained by the model. However, in case of using the R2 
for predictions on test data the situation is generally less 
clear and the R2 measure is not unambiguously defined. 
In particular, one potential definition of the  R2 is sim-
ply based on the squared correlation between predicted 
and observed values, which is always bounded between 
0 and 1. This definition makes the R2 relatively easy to 
interpret and to compare between different phenotypes 
(similar to the AUC for binary outcomes). Two alterna-
tive definitions of the R2 are closer to the original defini-
tion on training data  (cf.,  [23]), comparing the MSPE of 
the prediction model in relation to an intercept model 
(one based on training data, one based on test data). In 
contrast to the squared correlation which only focuses on 
the discriminative performance, the MSPE-based defini-
tions of the R2 take both discrimination and calibration 
of the prediction model into account.

In this study, we investigate the impact of these three 
different R2  definitions when analysing the accuracy of 
PRS models on test data and illustrate their differences 
in the context of the generalizability to different popula-
tions. Our UK Biobank data analysis shows that pheno-
type predictions of standard PRS models on out-of-target 
populations are often considerably biased, which can 
even lead to negative R2 values based on the two MSPE-
based definitions, strongly indicating miscalibrated pre-
dictions. On the other hand, the (squared) correlation 
with the phenotype may partially be preserved in some 
cases even when the PRS is systematically biased and 
poorly calibrated, as it only addresses the discrimina-
tive performance. As a consequence, resulting R2 values 
from the different definitions lead to considerably differ-
ent results — not only regarding their absolute values, 
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but also when using the R2 to rank different PRS mod-
els developed by competing methods. We highlight the 
strengths and limitations of the different R2  definitions 
and discuss recommendations regarding their reporting.

Methods
Different R2 definitions on test data
The coefficient of determination R2 was originally intro-
duced as a goodness-of-fit measure for linear models [24] 
and can be calculated in various but equivalent ways due 
to the variance decomposition  [25]. When applied to 
training data in linear models, the R2 can be interpreted 
as the proportion of variance that is explained by the 
model. However, the variance decomposition does not 
generally hold true on test data or for non-linear mod-
els, leading to different results depending on the choice 
of R2 formula. While the different formulas for the R2 
on training can lead to various ways to define the R2 on 
test data [25], here we focus on the three most common 
definitions.

The first definition is given by the squared correlation r2 
between the observed phenotypes y = (y1, . . . , yntest) and 
the predictions ŷ = (ŷ1, . . . , ŷntest) , i.e.,

where ntest is the number of individuals in the test set, 
and ȳ and ¯̂y are the means of the observed and predicted 
phenotypes, respectively. Noteworthy, r2 based on Eq. (1) 
is always nonnegative and bounded between 0 and 1. This 
is the same as fitting a simple linear model with inter-
cept on the test data with the PRS model predictions as 
the only covariate and computing the classical coeffi-
cient of determination for this model. The r2 value tends 
to be high in the presence of a strong linear correlation, 
regardless of whether the predictions are strongly biased 
and poorly calibrated. In fact, the association could even 
be negative. Therefore, when considering the squared 
correlation r2 , it is recommended to additionally examine 
scatterplots and the correlation coefficient r itself.

Two alternative definitions of the  R2 on test data, 
which are closer to the original model-comparison idea 
of R2 (cf., [23, 26]), are based on relative comparisons of 
the out-of-sample residual sum of squares (or, equiva-
lently, the MSPE) for the prediction model in relation 
to a reference model. In contrast to the squared corre-
lation  r2 , which only evaluates the discrimative perfor-
mance of the model, the two MSPE-based definitions of 
the  R2 consider both discrimination and calibration of 

(1)

r2 = cor(y, ŷ)2

=

(

∑ntest
i=1

(yi − ȳ)(ŷi − ¯̂y)
)2

∑ntest
i=1

(

yi − ȳ
)2∑ntest

i=1

(

ŷi − ¯̂y
)2

,

the prediction model. In case (A), the intercept model 
on the training data is used as a reference, leading to the 
definition

where ȳtrain is the mean of the phenotype in the training 
data (representing the intercept model).

In case (B), the intercept model on the test data is used 
as a reference, leading to the definition

where ȳtest is the mean of the phenotype in the test data 
(representing the intercept model on test data).

Both MSPE-based definitions, R2
1−A

 and R2
1−B

 , have an 
upper bound of 1 with equality in case of perfect predic-
tions on test data, i.e., R2

1−A
= R2

1−B
= 1 if and only if

On the other hand, R2
1−A

 and R2
1−B

 are generally not 
lower bounded and can even be negative, particularly for 
prediction models that are miscalibrated on the test data 
(see Results section). If R2

1−A
 is negative, this implies that 

a simple intercept-only model on the training data yields 
a smaller MSPE on the test data than the PRS model. In a 
similar vein, if R2

1−B
 is negative, this means that a simple 

intercept model on the test data performs better than the 
PRS model.

Note that in  situations where the size of the test data 
is small, considering the mean on the test data leads to 
increased variability of the R2

1−B
 measure, and the R2

1−A
 

definition may generally be preferable based on theoreti-
cal reasons  [23]. Yet, while r2 and R2

1−B
 only depend on 

the predicted and observed phenotypes on the test data, 
R2
1−A

 also explicitly depends on the training data, imply-
ing that R2

1−A
 cannot be readily computed when the phe-

notype mean on the training data is not available.

Data
All analyses were performed on data from the UK 
Biobank (UKBB) under application number 81202. The 
UKBB [27] is a large-scale prospective cohort study of 
approximately 500,000 participants from the United 
Kingdom, established in 2006. Participants were aged 
between 40 and 69 years at recruitment. Resources 
include individual-level genotype data and detailed 
information on a wide range of phenotypes for each 
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participant, such as physical measurements as well 
as blood biomarkers. Baseline data are continuously 
updated through follow-up studies.

We extracted data for the phenotypes height (UKBB 
field 50), BMI (UKBB field 21001) and lipoprotein  A 
(UKBB field 30790), as well as for the covariates sex 
(UKBB field 22001), age (UKBB field 21022) and the 
first ten principal components  (PCs, UKBB field 22009) 
of the genotype matrix. As performed in other works, 
individual genetic ancestry was derived considering the 
closest reference population center (geometric medi-
ans) according to the Euclidean distance in the global PC 
space based on 1K genome data  [28]. Incomplete data, 
related individuals as well as individuals who could not 
be assigned to European, African, East Asian and South 
Asian population clusters, were discarded, resulting in 
n = 333,587 individuals comprising n = 319,456 of Euro-
pean ancestry, n = 5,411 of African ancestry, n = 6,796 
of South Asian ancestry and n = 1,924 of East Asian 
ancestry. The European subcohort was further split into 
training ( n = 159,554 ), validation ( n = 80,113 ) and 
test set ( n = 79,799 ). Genotype data (UKBB category 
100315) were filtered for a genotype rate of at least 90% 
and a minor allele frequency of at least 0.1%, resulting in 
p = 549,426 SNPs.

Computation of PRS
PRS models for each phenotype were derived based on 
the training and validation sets of the European subco-
hort via three competing estimation approaches: PRScs 
[29], snpboost [30] and BayesR [31]. While PRScs applies 
Bayesian shrinkage on univariate effect estimates from 
GWAS summary statistics, snpboost and BayesR esti-
mate PRS directly based on individual-level genotype 
data, using statistical boosting and Bayesian hierarchical 
modelling, respectively.

To apply PRScs, first a GWAS was conducted in 
plink2 [32, 33] on the European training set. Afterwards, 
the European validation set as well as the LD reference 
based on UKBB data (provided at https:// github. com/ 
getia n107/ PRScs) were used to run PRScs and derive 
the final weights. For BayesR, which also applies Bayes-
ian shrinkage on the effect estimates but works on indi-
vidual-level data, the implementation in LDAK [34] was 
used. Per-predictor heritabilities were computed assum-
ing the BLD-LDAK-model and incorporating the GWAS 
results based on the training set. Using those per-predic-
tor heritabilities, BayesR was run on the European train-
ing set and the final model was chosen to optimize the 
performance on the European validation set. The statisti-
cal boosting algorithm snpboost was applied on individ-
ual-level data. Effect estimates by snpboost were derived 

on the European training set incorporating early stopping 
based on the predictive performance on the validation set 
to provide sparse models.

Finally, PRS were computed for all individuals using 
plink’s  --score function based on the estimated weights 
from the three different methods. While snpboost 
directly provides prediction models for the phenotype of 
interest, PRScs and BayesR only yield scores that must be 
rescaled to predict the phenotype. For a fair comparison, 
for all three methods a multivariable regression was fit-
ted on the combined European training and validation 
data including the PRS, sex, age and the first ten prin-
cipal components as predictors. The resulting models 
were then applied on the test data set comprising indi-
viduals of European, African, East Asian and South Asian 
ancestry.

Additionally, we conducted two sensitivity analyses 
regarding different variant filtering and adjustment for 
population stratification. In a first sensitivity analysis, 
we used more stringent variant filters, i.e., a minor allele 
frequency filter of 1% and a genotype call rate of at least 
99%. In a second sensitivity analysis, we included the first 
10 genetic PCs directly in the GWAS and in the training 
of snpboost.

Results
Figure 1 provides results for the three different definitions 
of the R2 measure on European, African, South Asian and 
East Asian ancestry test populations for the prediction 
of height, BMI and lipoprotein  A on UK Biobank data. 
Results are based on PRS models derived by PRScs [29], 
snpboost [30] and BayesR [31] on the European training 
population (including the covariates sex, age and the first 
10 genetic PCs). Sensitivity analyses regarding different 
variant filtering and adjustment for population stratifica-
tion lead to overall comparable results and main conclu-
sions (see Supplementary Figure  1 and Supplementary 
Figure 2).

The three considered phenotypes, height, BMI and 
lipoprotein  A, exhibit a significant genetic component, 
but present distinct underlying genetic architectures. 
As such, they are well-suited for evaluating diverse sce-
narios, specifically regarding different R2 definitions and 
competing PRS models with varying degrees of spar-
sity. In particular, height and BMI are highly polygenic 
traits  [35]; however, while the environmental influence 
remains minimal for height  [36], a substantial portion 
of the genetic signal in BMI can be attributed to gene-
environment interactions  [37]. As we do not consider 
environmental variables in this work, the predictive per-
formance of the PRS models are particularly limited for 
BMI, with relatively low R2  values observed for the dif-
ferent models and definitions even on the European test 

https://github.com/getian107/PRScs
https://github.com/getian107/PRScs
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Fig. 1 Boxplots of predictive model residuals for the prediction of height (top), BMI (middle) and lipoprotein A (bottom) on test populations 
with different ancestries, together with R2 values based on the three different definitions in Eqs. (1), (2) and (3). Different polygenic prediction 
models (including sex, age and first 10 genetic PCs) were derived on training data with European ancestry using PRScs, snpboost and BayesR, 
respectively. Outliers are not shown in the boxplots
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population (see Fig.  1). Conversely, lipoprotein  A blood 
levels are predominantly influenced by an oligogenic 
component, with the majority of the signal originating 
from variants located within the LPA gene locus [38]. The 
predictive performance of the competing methods shown 
in Fig.  1 clearly reflect the sparse genetic architecture 
of lipoprotein  A, as the sparse PRS models derived by 
snpboost and BayesR yield considerably improved per-
formance compared with the non-sparse model derived 
by PRScs [29, 30].

On the European test population, the predictive residu-
als are approximately centered around zero for all PRS 
methods (Fig.  1), with symmetric residual distributions 
for height, while for BMI and lipoprotein A the median 
residuals are negative, reflecting the right-skewed distri-
butions of these phenotypes. On the European test popu-
lation, the three different definitions of R2 lead to quite 
similar values, especially for height and lipoprotein  A, 
where the models derived by snpboost consistently show 
the best performance across all R2 definitions. However, 
already on the European test population, the three defini-
tions of R2 are not generally equivalent on test data, as 
can be seen for the case of BMI, where PRScs performs 
best according to the MSPE-based definitions  R2

1−A 
and R2

1−B
 (PRScs: R2

1−A
= 0.048 , BayesR: R2

1−A
= 0.036 , 

snpboost: R2
1−A

= 0.022 ), while BayesR performs best 
according to the squared correlation  r2 between pre-
dicted and observed BMI (BayesR: r2 = 0.099 , snpboost: 
r2 = 0.070 , PRScs: r2 = 0.055 ). Note that the rankings of 
different prediction models developed on the same train-
ing data are always the same based on the maximization 
of R2

1−A
 or R2

1−B
 as well as based on the minimization of 

the MSPE, as both R2
1−A

 and R2
1−B

 can just be viewed as 
different ways of “rescaling” the MSPE.

Figure 1 further reveals that, on test populations with 
African, South Asian and East Asian ancestry, the dis-
tributions of predictive residuals tend to be shifted and 
not centered around zero, indicating miscalibration of 
the PRS models. In such situations, the three different 
definitions of  R2 on test data can lead to considerably 
different results. For example, for height in the South 
Asian ancestry population, the distributions are shifted 
towards negative residuals, reflecting the overestima-
tion on the South Asian population based on the PRS 
models that were developed on the European training 
population. Considering the R2  definition based on the 
squared correlation between predicted and observed 
heights still yields relatively large values for the differ-
ent PRS models on the South Asian population (between 
r2 = 0.578 for snpboost and r2 = 0.553 for BayesR), 
while the MSPE-based definitions  R2

1−A
 and  R2

1−B
 yield 

considerably lower and potentially even negative values 
(between R2

1−A
= 0.401 , R2

1−B
= 0.221 for BayesR and 

R2
1−A

= 0.173 , R2
1−B

= −0.076 for PRScs). Therefore, for 
the prediction of height on the South Asian test popu-
lation, snpboost performs best according to the defini-
tion based on the squared correlation  r2 , while BayesR 
performs best according to the MSPE-based defini-
tions R2

1−A
 and R2

1−B
.

Figure 2 illustrates the underlying reasons for the con-
flicting results of the three different definitions of the R2 
measure for the prediction of height, focusing on the PRS 
model derived by PRScs. The two scatterplots (first row 
in Fig. 1) indicate relatively strong correlations between 
the predicted heights from the PRS model and the 
observed (true) heights on both the European and South 
Asian test populations. In line with this, the prediction 
performance according to the R2 definition based on the 
squared correlation between predicted and observed 
heights appears to be only slightly worse on the South 
Asian ancestry population ( r2 = 0.566 ) compared to the 
European population ( r2 = 0.591 ). However, while for 
the European test population the regression line between 
predicted and observed heights lies on the angle bisector, 
a clear parallel shift of the regression line is apparent for 
the test population of South Asian ancestry, indicating a 
systematic overestimation of height by the PRS model on 
this population.

The miscalibration of the predictions on the South 
Asian test population becomes even clearer when 
inspecting kernel density plots for the distributions 
of predictive residuals (observed height – predicted 
height), see second row in Fig.  2. While for the Euro-
pean test population the predictive residuals of the PRS 
model are centered around zero, the distribution of 
predictive residuals is shifted towards negative residu-
als (i.e., smaller observed heights than predicted by 
the PRS model) for the South Asian test population. In 
contrast to the definition based on the squared correla-
tion r2 , the two MSPE-based definitions R2

1−A
 and R2

1−B
 

are sensitive to the miscalibration of the PRS model on 
the South Asian population. In particular, while on the 
European test population the two MSPE-based defini-
tions of R2 yield similar values to the squared correlation, 
both MSPE-based definitions yield considerably lower 
values on the population with South Asian ancestry 
( R2

1−A
= 0.173,R2

1−B
= −0.076 and r2 = 0.566).

Recall that the definition R2
1−A

 relates the MSPE of the 
PRS model to the MSPE of the intercept model derived 
on the training data (see Eq. 2), while the definition R2

1−B
 

relates the MSPE of the PRS model to the variance of 
observed heights on the test data (see Eq.  3). Therefore, 
as the distribution of the PRS model residuals on the 
South Asian population is slightly “closer” (on average in 
terms of squared distance) to zero compared to the dis-
tribution of the predictive residuals from the intercept 
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model derived on the training data (shown in blue), the 
value of R2

1−A
= 0.173 is still positive. On the other hand, 

when compared to the intercept model on the South 
Asian test population (i.e., corresponding to the variance 
of observed heights, shown in green), the PRS model pre-
dictive residuals show a larger variability around zero, so 
that the value of R2

1−B
= −0.076 is negative. This example 

illustrates that the MSPE-based definitions can be positive 

or negative on test data depending on the performance 
of the prediction model relative to the intercept model 
on training data ( R2

1−A
 ) or test data ( R2

1−B
 ), whereas the 

definition based on the squared correlation ( r2 ) is guaran-
teed to always yield nonnegative values. Additional scat-
terplots and distributions of predictive residuals (as in 
Fig. 2) for the test populations of African and East Asian 
ancestries are shown in the Supplementary Material (see 

Fig. 2 Illustration of the three different R2 definitions on test populations with European ancestry (left) and South Asian ancestry (right) 
for the prediction of height, based on PRScs model derived on training data with European ancestry (including sex, age and first 10 genetic 
PCs). The scatterplots (top) show the association between predicted and observed heights, illustrating the R2 definition based on the squared 
correlation (r2 ). The kernel density plots (bottom) show the distributions of predictive residuals, illustrating the MSPE-based definitions of the R2 
with reference to intercept models on training data (R2

1−A
) and test data (R2

1−B
) , respectively
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Supplementary Figures  3 and 4, respectively). For the 
East Asian population, it is apparent that a larger differ-
ence between phenotype means in the training and test 
data can lead to considerably different R2

1−A and R2
1−B 

values, whereas the distributions of the predictive residu-
als derived from the intercept models almost coincide for 
the population of African ancestry leading to similar R2

1−A 
and R2

1−B values.
Figure  1 shows substantial differences in the three 

definitions of R2 on test data not only for height but also 
for the other phenotypes on out-of-target populations. 
While for height the squared correlations  r2 between 
predicted and observed phenotypes still remain rela-
tively large (cf., Fig.  2), for lipoprotein  A the prediction 
accuracy, even in terms of r2 , is considerably reduced for 
populations with non-European ancestry. This indicates 
that the loss of prediction accuracy of the PRS models for 
lipoprotein A on out-of-target populations is not only a 
matter of miscalibration.

Discussion
Although the R2 is a widely-used and apparently simple 
measure, it is not clearly defined for the evaluation of 
prediction models on test data. In our analysis on the UK 
Biobank, we have illustrated that there are at least three 
alternative definitions of the R2 on test data that lead to 
considerably different results when used for the evalua-
tion of the generalizability of PRS models to out-of-target 
populations (Fig.  1). In particular, we have shown that 
these different definitions can also lead to conflicting 
rankings of competing prediction methods. Therefore, 
to ensure reproducibility and fair comparisons between 
methods, we strongly recommend explicitly stating 
which definition was used when reporting R2 values.

Our study does not aim to determine which definition 
of the R2 should be considered as the correct one on test 
data, since all of them have their advantages and chal-
lenges. Yet, we still want to provide some general advice 
on which might be the most suitable definition depend-
ing on the data situation and modelling aims. If the PRS 
is aimed to be primarily used as a stratification tool, simi-
lar to other biomarkers, then the definition based on the 
squared correlation  r2 between predicted and observed 
outcomes might be preferred, as it implicitly assumes a 
re-calibration when used on another population. On the 
other hand, if the PRS model should be used as a direct 
prediction model for continuous phenotypes of individu-
als, then the squared correlation r2 cannot capture mis-
calibration and the MSPE-based definitions  R2

1−A and 
R2
1−B might be more suitable. Unlike the squared cor-

relation r2 , the MSPE-based definitions can also take on 
negative values. This property should generally not be 
viewed as a deficiency of the MSPE-based definitions, 

since negative values of R2
1−A or R2

1−B are important indi-
cators of poor calibration, showing that the PRS model 
on the test population is inferior to a basic intercept 
model.

In this context, one can argue that the  R2
1−A defini-

tion, which relies on the arithmetic mean on the training 
data (or the intercept model on the training population), 
is generally preferable compared to the  R2

1−B defini-
tion relying on the mean on the test data, particularly in 
cases where the size of the test data is small leading to 
increased variability of the R2

1−B measure  [23]. On the 
other hand, the comparison of different PRS models 
that might have been derived based on different training 
cohorts is not feasible with the R2

1−A definition in situa-
tions where the means on the different training data are 
not available. Therefore, in such cases, the R2

1−B defini-
tion can be considered a pragmatic alternative choice. 
Furthermore, note that the R2

1−B definition can also be 
regarded as “more conservative”: to obtain a positive 
R2
1−B value, the PRS model needs to provide better pre-

dictions than the mean on the population it is tested on.
In practice, it can be valuable to consider both the cor-

relation-based and the MSPE-based definitions as they 
provide complementary information. In particular, when 
the squared correlation r2 is high, but the MSPE-based 
measures R2

1−A or R2
1−B are low, this indicates that a well-

calibrated new prediction model on the targeted test 
population may be achieved after using an appropriate 
affine transformation of the original model predictions. 
On the other hand, when both the correlation-based 
and MSPE-based measures are low for a PRS model on 
a particular population, the poor discrimination already 
indicates that the PRS model may generally not be suit-
able for the targeted population. As the squared correla-
tion r2 between predicted and observed phenotypes only 
assesses the discriminatory accuracy of prediction mod-
els, to investigate also the calibration of PRS models for 
continuous phenotypes, we recommend to use additional 
measures such as the MSPE or the MSPE-based defini-
tions of the R2 , as well as graphical tools such as scatter-
plots as in Fig.  2  (cf.,  [13]). This is especially important 
when considering out-of-target populations.

In this study, we evaluated PRS accuracy using R2 pop-
ulation-level metrics on test data based on individuals 
with different genetic ancestries, for which we employed 
genetic principal component clustering based on the ref-
erence 1K Genome superpopulations  [39]. Considering 
population clusters is an important limitation, as human 
genetic diversity extends across a continuum, and even 
populations deemed “homogeneous” exhibit accuracy 
variations along subcontinental ancestries, influenced 
by the genetic distance from training data  [40]. Our 
analysis relying on population clusters hence simplifies 
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the underlying genetic heterogeneity. Nevertheless, 
this approach is suitable for comparing R2 performance 
among categorical groups, identifying reporting biases 
that would actually emerge within a continuous spec-
trum. Our results further emphasize the importance of 
comprehensive global human genome studies to effec-
tively capture genetic heterogeneity, with the goal of 
offering more universally applicable genetic risk scores. 
Another limitation of our study is that we focused on 
state-of-the-art methods to estimate PRS models on a 
training population with European ancestry; these meth-
ods are not specifically designed to provide robust gen-
eralizability to out-of-target populations. While more 
refined methods might be able to provide improved 
transferability of the resulting PRS models (see  [6] for a 
comprehensive review of recent methods), the issues we 
discussed regarding the different definitions of the R2 on 
test data are still highly pertinent for the evaluation of 
such models.

The transferability of prediction models remains one 
of the most important challenges in the practical appli-
cation of PRS and its implementation in clinical routines 
and decision rules. For PRS or other genetic scores to play 
a pivotal role in future public health and disease preven-
tion programs, it is imperative that individuals with non-
European ancestry and multi-ethnic backgrounds benefit 
equally from these tools, just as individuals with European 
ancestry. Further research is warranted on broader and 
more diverse cohorts as well as new methods that help to 
close the substantial gap in accuracy that can be observed 
in practice. For this purpose, it is essential to have clear 
and transparent ways to evaluate new methods for the 
development of PRS also on other cohorts.

Conclusions
In this article, we have investigated three different defini-
tions of the R2 measure on test data and illustrated how 
these behave when evaluating the accuracy of European-
derived PRS models that were applied to predict continu-
ous phenotypes on individuals with different ancestry. 
The choice of the R2 definition on test data might dras-
tically influence the results, particularly when evaluating 
the prediction performance on out-of-target populations. 
If the PRS model is primarily aimed for risk stratification, 
then defining the R2 as the squared correlation between 
predicted and observed phenotypes provides the clear-
est interpretation. If the PRS model is also targeted for 
individual predictions, model calibration is crucial, which 
can be assessed via graphical tools and additional meas-
ures, including the MSPE-based definitions of the R2 . To 
ensure reproducibility and fair comparisons with results 
from the literature, it is essential to state which definition 
was used when reporting R2 measures on test data.
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